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ABSTRACT. This work aims to provide a comprehensive treatment on how to enforce inhomogeneous
local boundary conditions (BC) in nonlocal problems in 1D. In prior work, we have presented novel
governing operators with homogeneous BC. Here, we extend the construction to inhomogeneous
BC. The construction of the operators is inspired by peridynamics. The operators agree with the
original peridynamic operator in the bulk of the domain and simultaneously enforce local Dirichlet
or Neumann BC.

We explain methodically how to construct forcing functions to enforce local BC and their rela-
tionship to initial values. We present exact solutions with both homogeneous and inhomogeneous
BC and utilize the resulting error to verify numerical experiments. We explain the critical role of
the Hilbert-Schmidt property in enforcing local BC rigorously. For the Neumann BC, we prescribe
an interpolation strategy to find the appropriate value of the forcing function from its derivative.
We also present numerical experiments with unknown solution and report the computed displace-
ment and strain fields.
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1. INTRODUCTION

We consider the following nonlocal wave equations with inhomogeneous local Dirichlet and local
Neumann boundary conditions (BC), respectively:

ugy(z,t) + MpuP(x,t) = b°(2,t), (z,t) € Q x (0,7), (
uP(£1,t) = . (¢), (1.1b
(
(

uP(z,0) = ¢ép(z),
Uy (x 0) = vn(z),
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ub (@, 1) + My (z,t) = (2, 1), (2,t) € Qx (0,T), (1.2a)

ul(£1,t) = oL(1), (1.2b)

uM(z,0) = ¢u(), (1.2¢)

uf (z,0) = Yy(), (1.2d)

on the domain  := (—1,1) for some T' > 0 where the variable u8® represents the displacement.

The problems (1.1) and (1.2) fall into the class of initial boundary value problems. We have studied
the above nonlocal wave equations with homogeneous local BC in prior work [1, 2, 6]. We extended
the treatment to inhomogeneous BC in a preliminary study [7]. The primary purpose of this study
is to present a comprehensive treatment.

The main theoretical contributions in this study are:

(1) We present exact solutions and utilize the resulting error to verify numerical experiments.

(2) We explain the critical role of Hilbert-Schmidt property in satisfying BC rigorously.

(3) We provide the relationships between forcing function, boundary condition, and initial
values used to enforce local BC.

(4) For the Neumann BC, we prescribe an interpolation strategy to find the appropriate value
of the forcing function from its derivative.

To the authors’ knowledge, our operators are the first nonlocal operators that can enforce lo-
cal displacement and strain BC. When extended to vector valued problems, they will help apply
peridynamics to problems that require local BC. The operators are inspired by the theory of peri-
dynamics, a nonlocal formulation of continuum mechanics developed by Silling [17]. They agree
with the original peridynamic operator in the bulk of the domain and simultaneously enforce local
BC.

We studied various aspects of local BC in nonlocal problems [1, 2, 3, 4, 5, 6, 8, 10]. Building on
[10], we generalized the results in R to a bounded domain [1, 2], a critical feature for all practical
applications. In [2], we laid the theoretical foundations and in [1], we applied the foundations
to numerically solve wave propagation problems using local BC. In [4], we constructed the first
1D operators that agree with the original bond-based peridynamic operator in the bulk of the
domain and simultaneously enforce local Neumann or Dirichlet BC which we denote by My and
Mp, respectively. We carried out numerical experiments by utilizing My and Mp as governing
operators in [1]. We extended the operators to higher dimensions in [6]. In [5], we methodically
apply functional calculus to general nonlocal problems. In [8], we study the conditioning of nonlocal
operators together with error analysis.

Our approach is not limited to peridynamics, the abstractness of the theoretical methods used
allows generalization to other nonlocal theories. Our approach presents a unique way of combining
the powers of abstract operator theory with numerical computing [1]. Nonlocal modeling is an
emerging field. See the relevant review and news articles [12, 13, 14, 18] for a comprehensive
discussion, and the book [16].

The rest of the paper is structured as follows. In Sec. 2, we outline the key steps to construct
the nonlocal operators using functional calculus. In Sec. 3, we present the main construction for
boundary value problems by providing the relationships between forcing function, BC, and initial
values. In Sec. 4, we explain how the Hilbert-Schmidt property gives rise to uniform convergence,
which in turn is used to satisfy BC rigorously. The series solutions from the classical theory cannot
guarantee such rigor, and hence, qualify only as formal solutions. In Sec. 5, we present exact
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solutions with homogeneous BC. In Sec. 6, we present exact solutions with inhomogeneous BC
using the method of shifting the data. In Sec. 7, we set the stage for numerical experiments by
choosing kernel functions. We introduce the appropriate scaling so that the discretized nonlocal
operator captures the discretized Laplace operator when § = h. The discretized nonlocal operator
enjoys the zero row sum property which can be spoiled due round-off for small 6. We carefully
explain how to avoid it. Enforcing the Neumann BC involves taking the spatial derivative of the
forcing function. However, the forcing function itself is present in the governing equation. In Sec. 8,
we prescribe an interpolation strategy to find the appropriate value of the forcing function from its
derivative. In Sec. 9, we present the implementation and the numerical experiments. Finally, we
conclude in Sec. 10.

2. THE CONVOLUTION AND THE GOVERNING OPERATORS

In this section, we explain the key steps in construction of the governing operator Mpge. We
observe that the peridynamic governing operator contains a convolution operator. First, we con-
struct the convolution operators C, and C, with antiperiodic and periodic BC, respectively, using
the eigenfunctions

1 . 1 .

e3(z) = —e™*+3)7 L e N, and €8(z):= ——e

of the classical operator A, and A in which the BC information is already encoded. For a given
kernel function C' € L?(2), the convolution operator, for u € L?(f2), is defined as

Cacu() = V2 3" {CIC) (eflu) (a).  BC € {a,p},

keN

where (-|-) denotes the L?(£2) inner product. We define Np := N\{0} and Ny := N. The operators Cgc
turn out to be bounded functions of the classical operator Agc, thereby maintaining the connection
to ABC-

In this study, we consider only the operators Mp and My where D and N denote the Dirichlet
and Neumann BC. Hence, in the rest of the discussion, we set BC € {D,N}. The operator Mpc is
constructed using functional calculus on the classical self-adjoint operator Agc. We are in search
of a suitable regulating function fgc : 0(Apc) — R that would connect the nonlocal operator Mpgc
to Agg, i.e., Mpc = fpc(Apc). This regulating function should be bounded so that the end product
Mg is a bounded operator. Eventually, we end up with the nonlocal governing operator Mpgc
that is densely defined in L?(2) with a domain that encodes the prescribed BC, bounded, and
self-adjoint. Therefore, the operator Mg has a unique bounded extension to L?(Q2). Consequently,
we find that a construction involving densely defined operators provides a suitable framework for
treating local BC in the nonlocal wave equation.

In this work, the choice of fg¢ is inspired by the theory of peridynamics. In prior work, we
discovered that the peridynamic governing operator for the case {2 = R is a function of the classical
operator [10]. We reuse that regulating function for the case of Q2 = (—1,1). Our choice of regulating
functions is

(ei/2|C’> if k € Ng¢ is even,

N A _>R7 )\BC = ]'C _\6
fac : o(Agc) foc(Xg) = (1]C) (€%_1)2lC) if k € Npg is odd.
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Utilizing the convolution operators C, and Cp obtained by functional calculus on A, and Ap, re-
spectively, defining ¢ := (1|C), we proved in [1, 4] that

fo(Ap)uP = (c —C.P. — CPPO)UD = MpuP,

fu(Ap)ut = (c —CpP. — CaPo)uN = Myu",
where we denote the orthogonal projections that give the even and odd parts, respectively, by

P.,P,: L*() — L?*(fQ), whose definitions are

Poa(a) s= "D gy o M) )

The crucial step in the construction of Mp¢ is the application of the spectral theorem for bounded
operators. Namely, for u®¢ =", (eB¢|u®C >€2C, we have

MBCU = fac(Agc)u Z fre( >\BC BC|UBC> C- (2-1)

keNge

For an extended discussion on the treatment of general nonlocal problems using functional calculus,

see [5].

An integral representation of the series (2.1) is more convenient for implementation. We gave
such representations in [1] and the governing operators take the form

(MBC —c)u®(z,t) = — | Kpe(z, 2" )u™(2/,t) da’, (2.2)
Q ~ ~
Kp(z,2') == { [ (z' — z) + Ca(z' + z)] + [Co(a' — z) — Cp(2' + )] },
Ky(z,2') == {[ (z' —x)+C (@' + )] + [CA'a(a:’ —z) — Ca(a + )]},

where we denote the periodic and antiperiodic extensions of C(x) from (—1,1) to (—2,2), respec-
tively, as follows

Clx+2), ze(-2-1), —C(z+2), ze(-2,-1),
Co(z) =4 CO(x), ze(=1,1), Ca(z) :={ C(a), z € (-1,1),
C(QZ—Q), S (172)7 —C(CL‘—2), WS (1,2).

In (2.2), the constant ¢ := [,C(z)dz and the kernel function Kpc correspond to the stiffness
density and the density of stiffness density, respectively. In addition, u} represents strain.

3. ForcING FuNcTIiON, BC, AND INITIAL VALUE RELATIONSHIPS

In order to find the suitable forcing function that enforces the prescribed BC, we need to identify
the governing ordinary differential equation (ODE) on the boundary. For this identification, we
assume that uP € C2(Q x [0,T]), u" € C3(Q2 x [0,7T]), and ¥° € C°(Q x [0,T]), N € CH(Q x [0,T7).
Let us explain a crucial point in the choice of these subspaces and elaborate on the subspace of uP”
only. The case of Neumann BC easily follows. In fact, the solution uP(-,¢) belongs to L?(Q) for
any t € [0,7]. But, L?(2) ignores the values of u(-,¢) on the boundary of Q. In order to determine
the boundary behavior of u(-,t), we visualize it as a limit of a sequence from C%(Q), a space that
is aware of the function values on the boundary of Q2. We accomplish this by the density of C%(Q)
in L?(Q2). Note that this density is in alignment with Mp’s property of being densely defined.

So, when we write u®, we implicitly mean a sequence u®(-,t) € C%(Q) approaching (-, 1), i.e.,
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limy, so0 42 (-,t) = uP(-,t) in the L?(2)-norm. In this section, with a slight abuse of notation, we
prefer to use u°(-,t) instead of u®(-,¢). The action of Mp on uP(-,t) is seen as

MytP(1) = M lim w3 (1)

= lim Mpub(-,t) using the boundedness of Mp.

n—oo
For more rigorous discussion of the function spaces, see [7, Sec. 1].

We emphasize that our construction does not assume any smoothness on the initial displacement
and initial velocity. We can treat

uP(z,0),ul(z,0) € L3(Q). (3.1)

We have substantiated the validity of assumption (3.1) by choosing discontinuous initial displace-
ment profiles for numerical experiments in 1D [1] as well as in 2D [6]. The construction only
assumes the existence of the following limits

. D . N : BC
i, 00, g 0, i, ),

and they should be provided as boundary data to set up the problem.

On the boundary, denote the displacement, the strain and the forcing functions by

ub (t) := ml—l>r:rl:ll uP(z,t) and BL(t) = $1_1>15E11 W (,t),
N ul N o
uy o (t) = xl_l)n:él 87(3:, t) and b, ()= xl_lg:ll %(:C, t).

In order to investigate the behavior of the solution on the boundary, first we study the action of
the governing operator Mpgc on the boundary. By the Lebesgue Dominated Convergence Theorem
and the design of the kernel functions Kpc(x, '), we have

i _ D — _ T N, Dyt ’
xl_l}f& (Mp — c)uP(z, t) xl_lglfﬂKD(a:,x)u (z',t) dx (3.2)
= —/ lim Kp(x,z)uP(2’,t)de’ =0,
QIE-}:EI
lim E(MN —c)u(z,t) = — lim 9 Ky(x, 2" )u" (', t) da’ (3.3)
2o+1 O ’ v+1 0 Jq ’ ’
K
= —/ lim h(au,atl)uN(JU’,t)da:’ =0
Q$—>:|:1 aﬂj‘

The governing equations (1.1a) and (1.2a) under the action of lim,_,+; and lim,_, 4 %, respectively,
reduce to the following ODE:

d?ul
S bl () =R(),  te(.T), (3.4
d2UN +
T,
SR () 4 el (1) =L (0), 1 (O7) (35)
In order to obtain a unique solution to (3.4) and (3.5), we need to prescribe the two initial values

D N
uB.(0) and %(0) and u} 4 (0) and d?t’i

(0), respectively.
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By taking lim,_, 11 in (1.1c) and (1.1d) and lim, 41 3% in (1.2¢) and (1.2d), we immediately
identify the initial displacement and velocity for the Dirichlet problem and initial strain and strain
rate for the Neumann problem as

W0) = do(+1) and TE(0) = (1), (36)
W4(0) = Gh(1) and 5 (0) = yf (). (3.7

Putting together (3.4) and (3.6), we arrive at the initial value problem (IVP) on the boundary for
the Dirichlet problem:

QUD
ddtf (t) + cub.(t) = b5.(t), t€ (0,T), .
WB(0) = Gof1) and T (0) = (1)

Similarly, putting (3.5) and (3.7) together, we arrive at the IVP on the boundary for the Neumann
problem:

d2 N
Uy, £ N N
W) e L) =L (1), te(0,T),
N

(3.9)

dug 4 ,
2 (0) = gh(£1).

Uz +(0) = ¢y(£1) and

On the other hand, the BC (1.1b) and (1.2b) demand a solution from (3.8) and (3.9) that are
equal to a8 (¢) and ol (¢), respectively. Hence, we identify the initial displacement and velocity, for
the Dirichlet problem and initial strain and initial strain rate, for the Neumann problem, as well
as the corresponding forcing functions. When the following choices are made,

2D D
_dOé:t dOé:l:

Dirichlet: b3.(t) = W(t) +ea(t), ¢p(£1) =ab(0), p(£l) = Y(O)’ (3.10)
N d*al N / N / doll
Neumann: b, 4 (t) = W(t) + oy (t), oy(£l) =ai(0), ¢y(£l) = & (0), (3.11)
the IVP (3.8) for the Dirichlet problem takes the form
d2ub d2ah
S0+ el () = o) +eal(5), te (0.7
dub. dal.
W.(0) = a%(0) and IE(0) = “LE(0).
Similarly, the IVP (3.9) for the Neumann problem takes the form
d2UI:i + d2O[N
S5 (1) el 4 (1) = () +eall (1), 1€ (0.T),
dull do
" (0)=al(0) and —EE(0) = —=(0).
WL 0)=ak(0) and “IE(0) = “HX(0)

Consequently, we guarantee that the solutions to (3.8) and (3.9) are exactly of (t) and o.(¢),
respectively. As seen above, the way to enforce inhomogeneous local BC is by the use of a forcing
function on the boundary only, not in the interior of Q2. This is a major difference between enforcing
local and nonlocal BC.
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Remark 3.1. Since uP € C2(Qx[0,T]), the choices (3.10)2 and (3.10)3 correspond to the continuity
of uP and ul, respectively, at the corner points (+1,0). More precisely, they are implications for
the following interchange of limits.

op(£l) = lim1 %E%]UD(x,t) =lim lim u®(x,t) = a8.(0),

r—+ t—0z—=+1
Uo(£1) = lim lim (e, 1) = lim lm «2(z,8) = S°%(0)
(1) = gl e, ) = iyl wB(er0) = GEO),

Similarly, since u¥ € C3(Q x [0,T)), the choices (3.11)9 and (3.11)3 correspond to the continuity of
ul and ul,, respectively, at the corner points (41,0).

N N

ou ou

/ 1 . — 7 . — N

L) =l iy gy (00 = 1y T (72 = 02 0)
0%

oul oul dol
/ o ¢ JERTRI ¢ _ dag
wN(il) N xli{il 11—>H% Ox (:I;7t> %—>1H(1) xlifgl ox (.%',t) dt <O)

4. THE HILBERT-SCHMIDT PROPERTY AND THE GOVERNING OPERATOR

Resorting to the integral representation of the operators, since Kpc(z,z') € L?(Q x Q), we see
that the operator (MBC — c) is Hilbert-Schmidt. The main tool to prove that the BC are satisfied
is this property. An operator that possesses the Hilbert-Schmidt property “feels the boundary” of
Q. For the sake of clarity, we restrict the discussion to the case of the Dirichlet BC.

Unlike differential operators, integral operators can increase the regularity of the function on
which they act. More precisely, given uP(-,t) € L%*(2), the function (Mp — ¢)uP(z,t) has an
extension to a continuous function on Q for ¢ € [0, T]. Hence, the boundary value can be obtained
by simply taking the limit as shown in (3.2). Furthermore, for the Neumann BC, the function
(My — c)u¥(x,t) has an extension to a continuously differentiable function on Q for t € [0,7].
Hence, the boundary value can be obtained by simply taking the limit of the derivative as shown in
(3.3). In conclusion, the Hilbert-Schmidt property is the mechanism that guarantees the required
regularity to enforce the BC.

The operator My acts on uP(-,t) € L?(€2), but the space L?() altogether ignores the values of
uP(-,t) on the boundary of 2. Next, take a closer look at the boundary behavior of the governing
equation (1.1a). To ensure that the limits of the left hand side of (1.1a) exist, write them as

. D - A D — iy BD
xlinll ug(z,t) +a:1g21(MD cju’(z,t) —f—cxlinilu (z,1) xlgglb (x,t).

Since (1.1) is a second order initial value problem in time, it naturally assumes the existence of
limg 41 ub(z,t), t € [0,T] and lim,_,+1 uP(z,t) is provided as boundary data for all ¢t € [0,T].
One crucial question remains: Why do the limits

lim (Mp — c)uP(z, 1) (4.1)

r—+1

exist? The answer is due to a subtle point in our construction. As we mentioned above, the
bounded operator Mp after subtracting c¢, i.e., Mp — ¢, possesses the Hilbert-Schmidt property.
Consequently, due to the aforementioned continuous extension, the limits in (4.1) exist and in fact
are equal to 0. To see the latter, we expand uP in the Hilbert basis as
oo
uP(z,t) = ) (eplu®) eg(x).
k=1
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By the spectral theorem for bounded operators, we can reproduce the same limit result in (3.2)

xl—lfgl (MD — c) uD(:U, t) = xligl ; ()\k(./\/lp) - C) <62|UD> 62(1‘)
= 3 (elMp) — o) (chlu®) Jim eR(a)
k=1 —_———
=0
— 0 (4.2)

The interchange of lim,_, 11 with >"27; is justified by the uniform convergence due to the Hilbert-
Schmidt property. For details, see [2].

Two important consequences follow. First, since lim,_,+1 uP(x,t) is assumed to exist for all
t € 10,7, (4.1) implies that

li ’(z,t) = c lim u’(x,t). 4.3
Ay Mo (1) = e g, (1) 43
Second, a compatibility condition arises. Since we proved that the limits of the left hand side of
(1.1a) exist, the governing equation (1.1a) becomes well-defined if we admit only a forcing function
W (-, t) € L?(2) that satisfies the compatibility condition:

lim b°(z,t) = liri1 up (2, t) + ¢ lim uP(x,t), t€0,T).
T—

rz—+1 r—=+1

For the compatibility condition of the stationary problem, see [4, Sec. 5].

4.1. Uniform Convergence and the Classical Solutions. Our nonlocal problem requires con-
tinuity at corner points (£1,0) as pointed out in Remark 3.1. Thanks to uniform convergence
guaranteed by the Hilbert-Schmidt property, the BC are automatically satisfied. The situation is
different in the classical problem. There is no continuity requirement at corner points. This pro-
vides the freedom that initial conditions can disagree with the BC. However, the classical problem
suffers from a major complication. The solutions do not guarantee that the BC are satisfied unless
a uniform convergence of the series solution is in place. Even for initial value problems, uniform
convergence of a series representation is a requirement for obtaining a solution to the classical wave
equation [11, p. 29]. Typically, a series solution must satisfy the Weirstrass M-test to guarantee
uniform convergence; see [15, Sec. 18.3.2]. Since this is not always the case, the series solutions
qualify only as formal solutions [15, p. 980].

4.2. The Hilbert-Schmidt Property, Solution Operators, and Boundary Conditions.
The explicit expression of the solution to (1.1) is given as

b B sin(t/Mp) tsin ((t — 7)v/Mp)
W2(a.1) = cos(ty Mp)a(z) + T L (o) + [ T

See [2, Eq.(16) and Thm. 8] and [10, Thm. 1 and Thm. 3] for the expressions for bounded and
unbounded domain, respectively. Giving a rigorous proof for the fact that BC are satisfied for all
t € [0,T] calls for establishing the Hilbert-Schmidt property of the solution operators. The solution

WP (x,7)dr. (4.4)
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representation in (4.4) suggests defining the following solution operators.

go.o(Mp)dp(z) := cos(ty/ Mbp)pp(r)
sin(t/Mbp)

gp1(Mp)p(z) = W?ﬁn(ﬂ?)
QD,Q(MD)bD(a:,t) = /Osm((t\;/%m)b])(xm)dr

Note that all solution operators are bounded functions of Mp; see [2, Sec. 2.5]. We decompose the
solution operators in the following way to extract a Hilbert-Schmidt term:

gpi(Mp) = [gm(MD) — gD,i(C)] + gDJ'(c), 1 =20,1,2. (4.5)

In [2, Sec. 3.1], we proved that the term [gD,i(./\/lD) - gD,i(c)] is a Hilbert-Schmidt operator. Hence,
[9p,i(Mbp) — g,i(c)]v(z) has an extension to a continuous function on Q. As a result, the following
limits all exist and are equal to zero

Jim [QD 0o(Mbp) — gpo(c)]¢p(x) = (4.6)
Tim 901 (Mb) = gp.1() () = (4.7)
hrn [9132 (Mbp) QD,Z(C)]b (z,t) = 0. (4.8)

To prove the latter for (4.6), we proceed similarly as for the result in (4.2). We apply the spectral
theorem for bounded operators and obtain

o

Tim [gp0(Mp) = gpo(c)]én(z) = limlz(gn,o(Ak(MD))*gn,o(C)) (eklu®) ex ()

r—+
k=1

o0

= 3 (900 (Mb)) — ano(e)) {eRlu?) lim ()
k=1 ~—_——
=0
= 0.
Again, the interchange of lim,_,4q with Y 72, is justified by the uniform convergence due to the

Hilbert-Schmidt property of the operator [gmo(MD) — gDyo(c)]. Consequently, similar to (4.3), we
arrive at

lim gp.0(Mbp)dn(z) = gpo(c) lim dp(w) = cos(tv/c)dn(+1).

When we write the solution expression in (4.4) in terms of the solution operators and, for each
term, utilize the decomposition (4.5), we arrive at

b o s(yE) (1))
WPz, 1) = @fmar+wﬁwu+4\ﬁb

[99,0(Mb) — gp0(c)]ép(2) + [g0,1(Mb) — gp,1(€) |90 (@) + [gp2(Mb) — gp2(c)|b° (=, ).

Taking lim,_,41, using (4.6), (4.7), (4.8), and making all the necessary choices in (3.10), the ex-
pression of the solution on the boundary takes the form

sin(ty/c) dod tsin ((t — 7)/e) ,d?al
ub (t) = cos(ty/c)ad(0) + Ej%[)ddti (0) + /0 ((tﬁ V) (ddtQi (1) + ca?t(T)) dr. (4.9)

(z,7)dT+
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Applying integration by parts twice on (4.9) eventually leads to satisfying the BC:
ui(t) =ai(t), tel[o,T].

5. ExXAcT SOLUTIONS WITH HOMOGENEOUS BC

Thanks to functional calculus, it is possible to find exact solutions to (1.1) and (1.2). We can
generalize the solution operators in (4.4) and the expressions for the solution to (1.1) and (1.2) are
given as [2, 10]

sin (t\/ BC)

uB®(z,t) = cos (t MBc)gﬁBc(x) + NI ————gc(x)+
tsin ((¢ — 7)v/Mac) |, 5o
/0 e o ) dr (5.1)

Using the Hilbert basis and the spectral theorem for bounded operators, expression (5.1) can be
written in terms of the following series representation.

sin (t ch()\ﬁC
uPo(xz,t) = Y cos (ty/ fac(AE)) (€f°|dmc) €f(x) + (ex°vne) ex” (x)+

k€Ngc k‘GNBc fBC(A C)

/t sin ((t — 7)y/ fac(XES))

W (€BC|BEC () dr} e ().

The series can be collapsed by using the orthonormality of €;¢. For instance, the choice of

V(z,t) =0, ¢pe(r) = eB%(x), pe(z) =0, (5.2)
for some m € N\ {0}, leads to

kENBc

WE%(, 1) = cos (t+/Tao (V) ) S ().

5.1. Classical Exact Solutions with Homogeneous BC. We also study the local analogs of
the problems (1.1) and (1.2). We consider the classical wave equation with homogeneous Dirichlet
and Neumann BC with the same choice given in (5.2)

u?f(m,t) - %UBC (z,t) =0, (x,t) € Qx(0,T),
uP(£1,8) =0 or ul(£1,t) =0,
uP(z,0) = ep (),
ui®(z,0) = 0,

for some m € N\ {0}. It is possible to obtain a closed form solution using d’Alembert’s formula
together with the method of images or reflections. After some algebra, we obtain

uP®(x,t) = cos (tm) eB%(x).

Since the classical governing equations (5.3) contain the classical operators Agc, the regulating
function is nothing but the identity function. Using the expression of the spectrum o (Agc) = {k? :
k € Ngc} , we have

(5.3)

é:(llass1()\BC) )\2(: = ]{;2, k € Ngc.
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Even though f5§*! : o(Apc) — R is not a bounded function, cos (ty/ fs¥*{(AEC)) is a bounded

function of )\20. The solution expression obtained from the formula (5.1) still captures the expression
obtained from d’Alembert’s formula due to the spectral theorem for bounded operators.

6. EXACT SOLUTIONS WITH INHOMOGENEOUS BC

We treat inhomogeneous BC by the method of shifting the data [19, p. 149]. A shift function
GPB¢(z,t) is designed to satisfy the BC and is defined as

GP(£1,t) =l (t) and GN(+1,t) = alL(t) (6.1)

GP¢(z,t) can be any function that satisfies (6.1). A practical choice is

P t) = 3 T (1) + 2 JQF Zab (b), (6.2)
—z 2 T 2
GN(z,t) = (14)0111@) + (1_’_4)a1_\{_(t). (6.3)

The boundary data are assumed to have the following regularity
ob € C*([0,T)) and o' € C3([0,T)). (6.4)
As a result of (6.4), the shift function should have the following regularity.
GP € C%([0,T],L*(Q)) and G" e C3([0,T], L*(Q)).

Here, for instance by GP € C%([0,T], L?(f2)), we mainly mean a twice continuously differentiable
function in the time variable and a square integrable function in the space variable. Eventually, an
equivalent IVP with homogeneous BC is obtained by defining

w(z,t) := uB(z,t) — GB(x, ). (6.5)

Combining (1.1b) and (1.2b) with (6.1), we obtain the homogeneous BC, i.e., wP(£1,t) = 0 and
wN(£1,t) = 0. Substituting the expression for u8(x,t) from (6.5) into (1.1) and (1.2), we arrive at
the equivalent problem with homogeneous BC:

wftc(xat) + MBCwBC(xat) = bBC,w(x’t)’ (.Z', t) € x (OvT)a
wP(£1,t) =0 or wh(£1,t) =0,
wBC(:Uv 0) = qbg’c(x),
wp® (2,0) = Yge(x),

where we define

VO (x,t) = BC(a,t) — GBF(x,t) — MpcGPe(x,t)
¢pc(z) = ¢rc(x) — G*°(x,0)
Yhe(z) = tpe(z) — GF%(z,0).
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Then, the explicit expression for the solution uB¢(z,t) from (5.1) takes the form
UBC( ) = GBC(Q? t) + COS(t MBc)(gf)Bc(x) - GBC(x, O))+
sin(tv/
E//\T %) (yso(r) — G (2, 0)) +
/t sin ((t — T)\/MBc)
0 VMg

The corresponding series representation takes the form

WPz, t) = GP(a,t) + ) cos (ty/ fac (M) (f|dee — GP(-,0)) e () +

kENge
sin (t ch()\ﬁc))

k€N bi Bc()\ic)

(V°%(z,7) — Gif(z,7) — MpcG*e(z, 7)) dr.

(ek e — GE°( 0)) g (2)+

(e 0% (-, ) = Gi (-, 7) = MecG™(, 7)) dT} ci’(x).  (6.6)

/t sin ( foc(AF))
\/ fec(A°)

To find an exact solution with inhomogeneous BC, we make the following choices for the series
representation (6.6):

kENBc

bBc( t) = G (x,t)—i—/\/chGBC(x t),
¢rc(z) = G*(x,0), (6.7)
Yrc(x) = Gi¥(x,0).

With this choice, note that all the terms in (6.6) vanish except the first term. Eventually, we arrive
at the exact solution

0
0

uP(z,t) = GB¢(x,1). (6.8)

One can easily construct other exact solutions by making different choices in (6.7).

7. THE CHOICE OF KERNEL FUNCTIONS, SCALING, AND THE DISCRETIZATION

A collocation method with piecewise linear nodal basis functions is employed to discretize the
governing equations (1.1a) and (1.2a). A family of kernel functions with horizon § is chosen as

o 1, x € (=9,9)
(@) = {0, otherwise,

° € (=0,6
Ca() = 5 z€(=0,9)
0, otherwise,

with s > 0. Next, we want to elaborate on the choice of kernel functions. For univariate and
bivariate kernel functions, see Fig. 7.1 and Fig. 7.2, respectively. First note that

sllglo Cy(z) = Cy(x), (7.1)

such that C9 is a family that approaches C. The parameter s associated with the Co family
provides a way to monitor matrix properties as s — co.
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(c) Ca(x), s=10.

1
2

(a) Ci(). (b) Ca(x), s =

N =
[N

[ R

FIGURE 7.1. Plot of the univariate kernel function C(x) with § =271,

After suitable scaling, in R, it is well-known that the peridynamic governing operator converges
to the Laplace operator as § — 0 [9]. When collocation with piecewise linear nodal basis is used,
the suitable scaling turns out to be

scaling =

53 (7.2)
The scaling (7.2) is always inserted in the governing operators to capture the local operator.

Likewise, the discretized nonlocal operator should capture the discretized Laplace operator in some
sense. With the choice of (1 as a kernel function, when § = h, except first and last rows, the
discretized operator satisfies

2 |

gMBC = ﬁtndlag(—l, 2,-1).
Similarly when 0 = h, the kernel function C5 leads to

2 1 2s s
gMBC_ﬁ s+2’s+2’_s+2)'

Similar to convergence in (7.1), the discretization of Mpe with Co converges to that with C. More
precisely,

tridiag(—

2s s
s+2 5+2 s+2
Hence, capturing the discretized Laplace operator in some sense corresponds to obtaining h%tridiag(—l, 2,-1)
or attaining it as s — oo in our context.

lim tridiag(— ) = tridiag(—1,2, —1).
S§—00

7.1. The Zero Row Sum Property. Note that the constant function u(z,t) = k is in the kernel
of the My operator. Since Myk = 0, the discretized operator M} satisfies

MI}\IL 1, = 0p.

In other words, MI’} has zero row sum property for all of its rows. Since My and Mp agree in the
bulk, the zero row sum property holds for M% for all rows corresponding to the bulk. We pay a
special attention to maintain the zero row sum property at machine precision. One crucial step
is to incorporate the scaling (7.2) after M. uy, takes place. See how we reflect this to our time
stepping iteration:

n h . n
v = Mg up,

1 2
1 —1 2
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(c) C(x) = C2(x), s =10.

FIGURE 7.2. Plot of the bivariate kernel functions Kp(z,z") (left) and Ky(x,x')
(right) with § =271
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Otherwise, for small §, round-off errors spoil the zero row sum property which leads to distortions
in the wave pattern.

8. INTERPOLATION STRATEGY TO ENFORCE NEUMANN BOUNDARY CONDITION

The expression (3.9), which determines the suitable forcing function to enforce Neumann BC,
involves bY (+1,¢). On the other hand, the forcing function in the governing equation (1.2a) involves
b (£1,t). We will prescribe an interpolation strategy to find the appropriate value of b"(+1,t) that
uses the value of bY(41,¢). For sake of simplicity, let us consider only the BC on the left boundary
point, i.e., of x = 1 = —1, and the kernel function C}(x).

Using nodal collocation with Lagrange basis functions, the discrete solution takes the form

N
t) =" uj (), t)¢;(x)
j=1

After discretization and incorporating the scaling (7.2), the governing equation (1.2a) becomes

5301 Zuh zj, t)pj(x Zuh xj,t / 53KN —2)¢j(z) da’ = b"(, ). (8.1)

On substituting * = 1, incorporating ¢; := fQ C1(z)dx = 26, and collapsing the sum only in the
first term, the expression (8.1) reduces to

4 Myt Zuh xj,t / 5 = Ky(2' — 21)¢j(2') d’ = b"(21,1). (8.2)

The kernel function Ky(z' — :cl) has the support of [x1, z1 4 ¢] and becomes identically the constant
function 2. Hence,

KN([E/ - xl) =2 X[CE1,CE1+5]'
Note that only the supports of ¢; and ¢ intersect [z1,x1 + d]. The equation (8.2) reduces to
4 2
L@t - 2u (ml,t)/ 21 (o) Ao’ — 2l (1 +6, t)/ 2 6o(a!) da’ = B (2, 1),
0 5 [z1,21+6] o [z1,21+0]

After using

/ ¢1(2') da’ = / ¢o(z')da’ = g,
[x1,21+0) [x1,21+0)
we obtain
2
ﬁuﬁ(arl,t) 62 ul (x1 + 0,t) = b (21, 1). (8.3)

We arrive at the critical interpolation step: What should the choice of b¥(x1,t) be? Let us see why

the choice of
) 5 d2al 2
bN(xl,t) = —7bN(g;1, ) = _Q(W(t) 53610{ (t)) (84)

is suitable. After some algebra and with the choice in (8.4), the expression in (8.3) is equivalent to

ul (x1 +0,1) — ul (21,t) 6% d2
s 200 Z et 09T ) 4ot o),
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which leads to . . .
Ouy, . uy(xr +6,t) —uy (21, 1)
-1 h ) h ’ — AN )
g " = 5 @0
Consequently, the choice (8.4) guarantees that the BC is satisfied with O(6%) accuracy as § — 0.

When the kernel function Cj is used, we reported the choice of b" in (8.4). When C is used, the
choice becomes

§/s+1y d%at 2
Johtent) = =5 (555) G O+ e 0)

drs+1
Pl ) = _§<s+2

where ¢ := [, Co(x)dz =26 s/(s + 1).

9. IMPLEMENTATION AND NUMERICAL EXPERIMENTS

When a uniform grid is used, the structure of the kernel function does not permit the boundary
data to enter correctly, i.e., without distortion, into the bulk. Hence, we are forced to use a fitted
grid with spacing h and ¢ inside and outside the bulk, respectively. Hence, grid nodes are

Qpi={-1,-14+6,~1+05+h,...,~h,0,h,....,1 — 6 —h,1—5,1}.

When the boundary data are homogeneous, one can use a uniform grid instead of a fitted one. Let
us dwell on why fitted grid is essential for our numerical method. The boundary data reside in the
first and last degrees of freedom (DOF). Hence, the first and last columns of the stiffness matrix
are the most important columns for propagating data into the domain. For instance, consider the
Dirichlet problem with the kernel Cy. With a uniform grid, observe that the first /last column entries
corresponding to DOF between the boundary and the bulk vanish simply due to the structure of
the kernel function; see Fig. 7.2. As a result, boundary data cannot propagate into the domain.
When we choose Cy as the kernel function, those entries in the first/last column become nonzero.
But, this is a partial fix because now the rows corresponding to DOF do not satisfy the zero row
sum property, which gives rise to wave distortion. Consequently, the fitted grid is a requirement of
the inhomogeneous boundary data.

In order to maintain regularity assumptions, the boundary data choices satisfy o8 (t) € C3([0, 10]).
For time integration, we employ the Newmark scheme with At = 0.95 x 1072 and At = 0.50 x 1073
for known and unknown solutions, respectively.

9.1. Dirichlet and Neumann Problem with Known Exact Solution. The pointwise relative
error between the exact and the approximate displacement is defined as

" ) GBC(xi,tj) — UBC(xi,tj))
Li,ly) 1=
’ IGEC( )l L2 (0

where u5¢ denotes the approximate displacement. On the other hand, for the Neumann problem,
the relative strain error is defined as

eBC(

(9.1)

Gy (i, t;) — s(xi, t5)
IGYC t) 2

where s(x;,t;) denotes the approximate strain computed by a central difference scheme.

(9.2)

Estrain (372'7 tj) =

We resort to the method of shifting the data presented in Sec. 6. The accuracy of the numerical
solution is verified by setting up a test case in which the exact solution is identically equal to the
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: _~>-8 h_o-10 _
Dir-KS, §=2"°, h=2""", ker—C1 Dir-KS, 6=2'1°, h=2'1°, ker=C1

»

2

(a) Approximate displacement u®(x, t).

: _~-10 . _~-10 - i
Dir-KS, 5=2-s, h=2'1°, ker=C1 <107 Dir-KS, 6=2""", h=2""", ker—c1 «10°7

8

©10® x10°

" o

4

(=} ~

displace-error(x,t
N

displace-error(x,t)

IS

&

&®

2
t o -1

(b) Displacement error e°(z, ).

FiGure 9.1. Displacement of the Dirichlet problem with known exact solution with
h =219 At = 0.95 x 1073, kernel function C;(z), and § = 278 (left) and § = 2710
(right).

shift function as indicated in (6.8). The shift functions are chosen as the practical ones given in
(6.2) and (6.3). We use the same boundary data for Dirichlet and Neumann problems:

1
—(1- )2 +1, telo,2

ooty = J gL eos(m))"+ 0.2 Q) =1, telo,10], (9.3)
0, t € (2,10]

where

N

C(£1,1) = o (1),

uP(+1,t) = % (t) and B
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Neu-KS, 6=2"10, h=2"12, ker=C,

Neu-KS, =210, h=2"12, ker=C

1

01
< 0.08
x
Z
5 0.06
@
¢ 0.04
©
5
2 0.02
1 kel
0
10
t o 1 X t o 1 x
(a) Approximate displacement u"(z, ). (b) Displacement error e"(z, t).
Neu-Ks, §=21°, h=2"1?, ker=C, Neu-KS, §=2"1%, h=2""?, ker=C, <104

AL

"'ﬁ/

¢ o -1 X ; 0 1 x

0

strain(x,t)
strain-error(x,t)
o

(c) Approximate strain s(z,t). (d) Strain error estrain(x,t).

FiGure 9.2. Displacement of the Neumann problem with known exact solution
with § = 2710 h = 2712 At = 0.50 x 1073, and kernel function C1(z).

Note that the boundary data in (9.3) is only different from that for unknown solutions in (9.4) by
a shift of 1. The shift guarantees nonvanishing [|G®°(-, ;)| 12(q) and [|GY(-,t5)]l12(q) values to be
able to report relative errors.

The forcing functions are chosen as
VEC(x,t) = GBP(x,t) + MpcGEC(z,t), 2€Q, t€]0,10],

with a time step of At = h = O(1073) and a grid spacing of h = 270, It can be seen that
the computational solutions well approximate the exact solutions; see Fig. 9.1. For the Dirichlet
problem, the relative error in displacement is computed using (9.1) and is €®(x;,t;) = O(1075) =

O(At? + h?).

For the Neumann problem, the relative errors in displacement and strain are computed using
(9.1) and (9.2), respectively. With h = 2712 the error observed is e"(z;,t;) = O(1072) and
€N ain(@ir t;) = O(1073). Due to the large displacement error, a smaller grid spacing of h = 2714
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_~-10 . _-14 _
Neu-KS, §=2""", h=2""7, ker—C1 Neu-KS, 6=2'1°, h=2'14, ker=C1 <10
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o1 4 o
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(a) Approximate displacement u"(z, ). (b) Displacement error " (z, t).
Neu-KS, 6=2"10, h=2"14, ker=C, Neu-KS, 6=2"10, h=2""4, ker=C, 104

o

strain-error(x,t)

t o 1 X

(c) Approximate strain s(z,t). (d) Strain error es¢rain(z,t).

FiGure 9.3. Displacement of the Neumann problem with known exact solution
with § = 2710 h = 2714 At = 0.50 x 1073, and kernel function Cy(z).

was used, which gave rise to e"(z;,t;) = €l ... (w;,t;) = O(1073) = O(At + h); see Fig. 9.2 and
Fig. 9.3. The Neumann problem is less accurate and seems more sensitive to grid spacing than the
Dirichlet problem.

9.2. Dirichlet and Neumann Problem with Unknown Exact Solution. In this section, we
report experiments for the Dirichlet problem (1.1) with unknown exact solution (numerical solution
only). We choose zero initial data, i.e., uP(z,0) = u}(x,0) = 0, and zero forcing function in the
interior so that the wave propagation is initiated only by the boundary data.

The same boundary data are used for both Dirichlet and Neumann problems:
1

Z(l —cos(mt))?, t€]0,2]
0, t € (2,10]

a®(t) .= and of%(t):=0, te][0,10], (9.4)
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where
oul

uP(£1,t) = (t) and —x(:lzl,t) = ol (1).

Reflecting on (3.10); and the interpolation strategy in Sec. 8, more specifically (8.4), for the
kernel C the forcing functions respectively become

d2ah 2

WP (£1,t) = e (t) + 53 c1a8.(t) and b’(z,t) =0, x€Q,
§ A%l 2

N _ + N N _

W(£lt) = 7( TE (t) + —6301ai(t)) and b(z,t) =0, x€q.

Wave patterns consisting of multiple reflections of opposite sign can be seen in Fig. 9.4 that are
reminiscent of solutions to the classical wave equation. A grid spacing of h = 2719 was chosen. The
cases of 6 = h and § = 4h, 16h correspond to local and nonlocal computations, respectively. The
results for both kernels are shown in Fig. 9.4. The wave speed with kernel function Cs is slower
than that with kernel function Cy. Furthermore, a larger § size gives rise to a slower wave speed;
see Fig. 9.4.

Using the same BC as in (9.4), a numerical experiment with nonzero initial displacement illus-
trates wave collision and superposition; see Fig. 9.5. For the kernel C; case with § = 2710, observe
that the reflection of the initial displacement splits the boundary data. For the kernel C5 case, wave
propagation is slower and reflection takes place at a time later than ¢ = 2. As a result, reflection
does not split the boundary data.

The strain is computed from the displacement data using a central difference approximation.
The boundary data for the Neumann problem is chosen to be the same as the Dirichlet problem
so that the strain profiles are identical to that of displacement of the Dirichlet problem. One can
also rigorously show this equivalence, which we skip here. We simply use the equivalence to verify
the validity of numerical experiments with Neumann BC. Note that strain profiles in Fig. 9.6 are
identical to displacement profiles in Fig. 9.4. For the strain, a reflection pattern with opposite sign
is observed, which agrees with the classical solution. The cascadic displacement profile also agrees
with that of the classical problem; see Fig. 9.7.

10. CONCLUSION

A comprehensive treatment on how to enforce inhomogeneous local BC in nonlocal problems was
presented. We explained methodically how to construct forcing functions to enforce local BC and
their relationship to initial values. Exact solutions with both homogeneous and inhomogeneous
BC were derived and used to verify numerical experiments. We explained the critical role of the
Hilbert-Schmidt property in enforcing local BC rigorously. For the strain BC, an interpolation
strategy was prescribed to find the appropriate value of the forcing function from its derivative.

Our ongoing work aims to extend these operators to vector valued problems which will help
apply peridynamics to problems that require local BC. Furthermore, construction of higher order
node based collocation in higher dimensions is work in progress. Our construction depends on the
assumption of a rectangular/box geometry [6]. We are investigating the case of general geometry
in higher dimensions.
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FIGURE 9.4. Approximate displacement uP(z,t) of the Dirichlet problem with un-
known solution with § = 276,278 2710 5 = 2710 At = 0.95 x 1073, and kernel

function Cj(x) (left) and Cy(x) and s =1 (right).
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FIGURE 9.5. Approximate displacement uP(z,t) of the Dirichlet problem with un-
known solution with § = 276,278 2710 h = 2710 At = 0.95 x 1073, kernel function

C1(z) (left) and Co(x), s = 1 (right), and nonzero initial displacement.
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